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How do we learn?

FEEDBACK



Definition: Learning

Changes in internal processes that are 
reflected by relatively stable changes in 

performance.



Inherent versus Augmented Feedback





Knowledge of Results versus Knowledge of Performance



Comparison of KR and KP

Knowledge of Results Knowledge of Performance

Similarities

Verbal
Extrinsic

Post-response

Differences

Outcome Information about outcome 
pattern / quality

Redundant with inherent Distinct from inherent
feedback feedback



Feedback Frequency





Feedback Timing







Post-KR Delay Interval

Learner is actively modifying and creating new 
movement in this interval

1. Shortening post-KR interval may impair 
learning

2. Shea & Upton (1976)
Activity during KR/KP interferes with learning 
of the task



What sort of feedback can you 
provide?





Techniques to Reduce Feedback Frequency

1. Bandwidth Feedback

2. Self-Selected Frequency

3. Summary Feedback





Video Feedback





How does feedback work?



You do not learn from your mistakes…

You learn when expectancies deviate from 
outcomes



We learn from…



REPETITION



In practice, we talk about the strength of a connection
in terms of a “weight” or a “value”.



But we also learn from…





REPETITION
But what does feedback do?



Hebbian Learning



Hebbian Learning &
Reinforcement Learning















Rescorla - Wagner



Expectancy



Expectancy



Expectancy



Expectancy



Expectancy



Prediction Error

When the an outcome is different 
from an expectation



Value



Vreward



Vpunishment



Vtone



Prediction Error

The difference in VALUE between 
the expectation and the outcome



PE = (Vreward – Vcue)

PE = (Voutcome – Vexpectation)



Learning IS ALWAYS a two step 
process.

At each point in time we:

1) Calculate a prediction error
2) Update the previous value



Vcue new = Vcue old + PE



Vtone = 0 Vreward = 100

PE = (100 – 0)
PE = 100



Vcue new = Vcue old + PE

Vcue new = 0 + 100



Vtone = 100 Vreward = 100

PE = (100 – 100)
PE = 0



Vcue new = Vcue old + PE
Vcue new = 100 + 0



Learning Rates



Vcue new = Vcue old + PE * LR

Vcue new = 0 + 100 * 0.2

Vcue new =  0 + 20



Trial Vcue Vreward PE PE x LR

1 0 100 100 20
2 20 100 80 16
3 36 100 64 12.8
4 48.8 100 51.2 10.24
5 59.04 100 40.96 8.192

LR = 0.2



Vreward



Vcue



Prediction Error x Learning Rate 



This applies to what is learned!

Recall that a memory is a collection of neurons 
being activated. 

PE’s can be used in principle to strengthen the 
connections between these neurons to “learn” 
the correct pattern.









PE = Voutcome – Vaction

PE = +



Vaction = Vaction + PE * LR

Vaction



Thus, we choose/remember the top set of neurons because this choice
has a higher VALUE



This is a basic principle of decision making – always choose
the highest value option



Hebbian Learning





Hebbian Learning &
Reinforcement Learning



Other Types of Learning



Observational Learning



What is observational learning?

- learning that occurs when we watch   someone 
else perform a skill



Observational LearningReinforcement Learning



Observational Learning

- same system as reinforcement learning
- not as active as for third person learning



Observational Learning



Supervised Learning



What is supervised learning?

- in RL feedback is binary
“right”, “wrong”

- In SL feedback is a vector
“right, wrong” + what you did wrong

e.g., “Just tell me the answer / how to do it”
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Fig. 2. Top: ERPs recorded at channel FCz for Switch-Reward (dotted line) and
Switch-No-Reward (dashed line) conditions with the corresponding difference wave
(solid line). The gray shaded area corresponds to peak detection time window of the
fERN. 0 ms indicates time of feedback onset and negative is plotted up by conven-
tion. Bottom: Scalp voltage map associated with the maximal negative deflection in
the difference wave at 340 ms following feedback onset (front of the head is at top).

ence was observed in the time range of the P300, a positive-going
deflection that follows the fERN at about 350 ms post-feedback
(Polich and Criado, 2006), the frontal-central scalp distribution of
the difference wave is consistent with its identification as the fERN
rather than the P300 (Fig. 2, bottom) (Holroyd and Krigolson, 2007).
Notably, the fERN was immediately preceded by a large negative-
going deflection in both ERPs at about 250 ms following feedback
onset that is reminiscent of the N200. Given our position that
variance in fERN amplitude can result from modulation of N200
amplitude by the superposition of a positive-going ERP compo-
nent, the Rew-P (Holroyd et al., 2008), we suggest that the Rew-P
was delayed in the present task on Switch-Reward trials by about
100 ms, thereby exposing the N200. This delay may have resulted
from the added complexity of the feedback stimuli, which indicated
both whether the participant gained or lost money on each trial
and what button they should press on the following trial, similar to
how P300 latency can be modulated by stimulus discriminability
(Walton et al., 1987).

To investigate this possibility we conducted a series of four
follow-up experiments that were otherwise identical in task design
to Experiment 1 but that separated the instructional aspect of the
feedback (i.e., what to do on the next trial) from the performance
aspect (i.e., how much money was earned on the present trial).
We expected that the reduced complexity of the feedback stimuli
in these experiments would elicit fERNs with an earlier latency.
The four experiments were fully counterbalanced to account for

all possible combinations of reward probabilities and feedback
instructions, as indicated below.

6. Experiments 2–5

We modified the reward-based decision making task in Exper-
iment 1 to investigate whether feedback complexity delayed the
fERN in that task. Specifically, we dissociated the instruction and
performance aspects of the feedback by displaying an instruction
cue before the feedback stimulus (although in principle the feed-
back stimulus could have been presented before the instruction cue,
doing so would have confounded the feedback probabilities; see
Section 7). Further, reward probability and cue instructions were
fully counterbalanced across tasks, yielding four separate exper-
iments (see Section 7 and Fig. 3). In brief, each experiment was
characterized by an instruction cue that occurred frequently and a
second instruction cue that occurred infrequently. Further, Reward
and No-Reward feedback following the infrequent instruction cue
always occurred with equal probability. We predicted that the feed-
back stimuli following the infrequent instruction cues would elicit
a fERN about 250 ms post-feedback, when it is normally observed.

7. Methods

7.1. Subjects, electrophysiological recordings and data analysis

Forty-eight undergraduate students (30 female, 18 male, ages 18–32) were
recruited from the University of Victoria Department of Psychology subject pool to
participate in four experiments (12 subjects per experiment). Electrophysiological
recording and data analysis procedures were identical to those followed in Experi-
ment 1 except that an electrode montage of 32 channels was used in Experiments
3–5 (as opposed to 63 channels). Note that in all experiments the fERN was deter-
mined by subtracting the Reward feedback ERP on trials following the infrequently
occurring instruction cue from the No-Reward feedback ERP on trials following the
infrequently occurring instruction cue. Thus, in Experiments 2 and 4, the difference
wave was constructed by subtracting the Switch-Reward ERPs (10% probability)
from the corresponding Switch-No-Reward ERPs (10% probability), and for Experi-
ments 3 and 5 the difference wave was constructed by subtracting the Stay-Reward
ERPs (10% probability) from the corresponding Stay-No-Reward ERPs (10% proba-
bility).

7.2. Task

We modified the reward-based decision making task in Experiment 1 such that
the information provided by the feedback stimulus in that task was separated into an
instruction cue followed by a feedback cue (Fig. 3). Each trial began with the display
of a fixation cross in the form of a ‘+’ sign, which remained at the centre of the screen
until the participant made their button choice; on the first trial they were asked to
guess a response. The button choice was followed by a blank screen delay for 500 ms
and then by one of two instruction cues, presented in yellow on a black background
in the centre of the screen for 500 ms. The instruction cues consisted of a Stay Cue (‘|
|’) that indicated that the participant should repeat the same button choice on the
following trial, and a Switch Cue (‘< >’) that indicated that the participant should
press the alternative button choice on the following trial. A blank screen was then
presented for 500 ms, followed by one of two feedback cues presented in green on a
black background for 500 ms. The feedback stimuli consisted of a Reward Feedback
(‘$’) that indicated that the participant would receive 3 cents CAN for that trial, and a
No-Reward Feedback (‘0’) that indicated that the participant would receive nothing
for that trial. The feedback cue was then followed by a blank screen for 1000 ms.

The feedback stimulus probabilities vs. instruction cue probabilities were fully
counterbalanced across the four experiments (Fig. 3). Across all four experiments,
one instruction cue occurred frequently (on 80% of the trials) and the other
instruction cue occurred infrequently (on 20% of the trials). Further, the frequently
occurring instruction cue was always followed by the same feedback stimulus
(on 100% of the frequent instruction cue trials, corresponding to 80% of all trials),
whereas the infrequently occurring instruction stimulus was followed (at random,
with replacement) half of the time by one feedback stimulus (on 50% of the infre-
quent instruction cue trials, corresponding to 10% of all trials) and half of the time
by the other feedback stimulus (on 50% of the infrequent instruction cue trials, cor-
responding to 10% of all trials). Thus, in each experiment the feedback stimulus
was predetermined on trials in which the frequently occurring instruction stimu-
lus occurred but was undetermined on trials in which the infrequently occurring
instruction stimulus occurred. Note that calculation of the fERN difference wave
requires balanced feedback expectancies (Holroyd and Krigolson, 2007), which pre-
cluded presentation of the feedback stimuli before the instruction cues (in which
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Fig. 6. Top: Experiment 6: ERPs for the Guess Reward, Guess No-Reward, and asso-
ciated difference wave. Data recorded at channel FCz. Gray shaded area corresponds
to peak detection time window of the fERN; 0 ms corresponds to time of stimulus
onset. Note that negative is plotted up by convention. Bottom: Scalp voltage maps for
the maximal negative deflection in the difference wave at 280 ms following feedback
onset.

response and then an additional blank screen was displayed for 500 ms. Recording
and data analysis methods were identical to Experiment 2.

12. Results

Fig. 6(top) presents the Reward and No-Reward ERPs recorded
at channel FCz following the Guess Cue. Consistent with previous
research, the fERN was clearly evident as a sharp negative deflec-
tion in the difference wave (M = −7.24 !V, SE + 1.18) that peaked
268 ms after feedback onset (Holroyd and Krigolson, 2007; Miltner
et al., 1997). This difference was significantly different from zero,
t(11) = −6.89, p < 0.0001, and exhibited a frontal-central scalp dis-
tribution with a maximum at channel FCz (Fig. 6, bottom).

13. Discussion

By modifying the task in Experiment 6 to resemble standard
fERN tasks, we sought to isolate the critical factor that disrupted
the fERN in the previous experiments. The main adaptations to the
task consisted of eliminating the Fixation Cue, requiring that sub-
jects respond following the Instruction Cue rather than following
the Fixation Cue, instructing subjects that they were to execute
the instruction on the present trial (rather than on the following
trial), and instructing subjects that the infrequent instruction cue
‘< >’ required them to guess the response rather than to switch
responses. These changes resulted in reducing the trial length by 1s.

Fig. 7. Task design for Experiment 7. The Stay Cue (| |) occurred on 80% of the trials,
indicated that subjects should repeat the response they made on the previous trial,
and was always followed by reward feedback. The Switch Cue (< >) occurred on 20%
of the trials, indicated that subjects should switch the response on the present trial,
and was followed by either Reward or No-reward feedback with equal probability.
The solid arrows indicate the trial trajectory following a response for Frequent trials;
dotted arrows indicate the trial trajectory following a response for Infrequent trials.
Bottom arrows depict the time line for one trial.

Even though the feedback probabilities in Experiments 2 and 6 were
identical (Figs. 3 and 5), only Experiment 6 elicited a quintessential
fERN (Figs. 4 and 6).

This result indicates that a difference between the two task
designs disrupted the fERN in Experiment 2. However, because the
tasks differed in multiple respects this critical factor remains unde-
termined. In particular, the fERN might depend on the requirement
that subjects guess the response rather than switch to the alterna-
tive response, or it might depend on the instruction cue preceding
the response such that the subjects responded to instructions on
the present trial rather than on the previous trial. (We assume that
the elimination of the fixation cue and the change in trial length
were unlikely to affect the fERN). For this reason we conducted an
additional experiment that was identical in design to Experiment
6 except that the infrequent instruction cue required subjects to
switch to the alternative response as in Experiment 2 (Fig. 3) rather
than to guess the response as in Experiment 6 (Fig. 5). In this case,
the instruction cue indicated to subjects to switch their response on
the present trial rather than on the subsequent trial. We predicted
that if fERN production depends on guessing the response, then
Experiment 7 would fail to yield a normal fERN. Alternatively, we
predicted that if fERN production depends on subjects responding
to instructions presented on the current trial as opposed to previous
trial, then Experiment 7 would yield a normal fERN.

14. Experiment 7

15. Methods

15.1. Subjects, task, electrophysiological recordings and data analysis

Twelve undergraduate students (8 females, aged 18–23) were recruited from
the University of Victoria. The task procedures were identical to those of Experiment
6 except that the infrequent instruction cue, which appeared on 20% of the trials,
instructed subjects to ‘switch’ to the button that they did not choose on the previous
trial rather than simply guess the response (Fig. 7). Thus, the infrequent instruction
cue indicated to subjects that they should switch to the alternative response as it
did in Experiment 2, but here the instruction cue indicated that the response on the
present trial should be different than the response on the previous trial, whereas
in Experiment 2 the instruction cue indicated that the response on the subsequent
trial should be different from the response on the present trial.

Supervised Learning Reinforcement Learning



Supervised Learning

- the data suggests SL does not generate as 
large a dopaminergic response as RL

- i.e., less learning occurs on a trial to trial basis
- but, RL is a VERY slow process. in a learning 

environment would you have the time to use 
it by itself?



Hebbian Learning &
Supervised Learning

But the changes are
not as STRONG!



So what is the answer?

- obviously, a combination of HL, RL, OL, and SL is 
needed.

- before you think that is an obvious statement, 
how often have you experienced true RL? 

- how often has impatience led to more SL than 
RL?

- what about SOL vs OL – do you tell people what is 
wrong or prompt them to figure it out?


