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Relationships
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Finding the equation of the line

bmxy +=

Where:

m = slope

b = y intercept





Curvilinear Correlation



Curvilinear Correlation



Linear Correlation
Examines the relationship between two variables

Defined by “r”, the Correlation Coefficient

What is “r”: it’s a quantitative measure of the magnitude 
and direction of relationship

r is always a number between +1 and -1 with 0 implying 
no relationship whatsover

Most common form, Pearson “r”



But what is “r”

COVARIANCE

But what is COVARIANCE really…

cov(x,y) = Σ (x – xm)(y – ym)
----------------------

(N – 1)



Covariance

Covariance is a measure of how changes in one 
variable are associated with changes in a second 
variable. Specifically, covariance measures the 
degree to which two variables are linearly 
associated.



But what is “r”

r =  cov(x,y)
----------

sxsy



r = 0.812 



r = 0.985 



r = 1.0 



r = -0.756



r = 0.0



Correlation ≠ Causation



The Three Directions of Causality

1) X causes Y
2) Y causes X
3) Z causes X and Y



Issues in Interpreting the 
Correlation Coefficient

1.Statistical Significance



Calculating a t value from r

t = r N − 2
1− r2

Use the t distribution
df = N - 2 



Issues in Interpreting the 
Correlation Coefficient

2.Proportion of Accounted Variance



=r Proportion of total variability of y accounted for by x



=2r Proportion of total variability of y accounted for by x

- coefficient of determination

- proportion of explained variance





r 2= 1.0 



Issues in Interpreting the 
Correlation Coefficient

3.Restriction in Range





r = 0.625



r = 0.521



Issues in Interpreting the 
Correlation Coefficient

4.Effect of Extreme Scores



r = 0.521

r = 0.045
now



Issues in Interpreting the 
Correlation Coefficient

5. Unreliability of Measurement
- our measurements are usually not 
accurate
- thus our correlations are typically less 
than they should be
- this is called attentuation



What is a “good” relation value?



Effect Size

The correlation coefficient itself is a measure of 
effect size

0.1 small
0.3 medium
0.5 large



Regression
(Prediction)
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Finding the equation of the line

abxy +=

Where:

b = slope

a = y intercept

*** NOTE THE CHANGE IN LETTERING
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901 += xy
Thus, for any value of X, we can 
predict y

901' += xy
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90751' +´=y
165'=y



50

55

60

65

70

75

80

85

90

95

100

105 110 115 120 125 130 135 140

Av
er

ag
e 

U
ni

ve
rs

ity
 G

ra
de

IQ

?



'y

iy

The least squares regression line
minimizes prediction errors

å - 2)'( yy



'y

iy

For linear relationships, there is
only one line that minimizes
the error term

å - 2)'( yy



So...

For a given variable x we want to 
determine the predicted variable y’ 



Least squares equation

351.2446.0' += xy

And we could now predict new values 
of y given x



Formalizing This…

Y ' = a+bX

Note, b, the slope is also called the:

Regression Coefficient

And is sometimes symbolized with Beta, β



Formalizing This…

Y ' = a+bX

And a is the value a person would have if
they had a score of 0 on the predictor variable



Measuring Prediction Errors

The Standard Error of the Estimate



What is the error in prediction?



'y

iy



Standard Error of the Estimate



34% of scores



68% of scores



95% of scores



99% of scores



We can also think of this in terms of 
error

Error = (Y – Y’)

Or

Error2 = (Y – Y’)2



And why think of error…

We do this because we can make an interesting 
comparison, we can compare the the amount of 
squared error our model has with the amount of 
squared error without the model…

We call this the PROPORTIONATE REDUCTION IN 
ERROR



The Proportionate Reduction in Error

SSerror = (Y −Y ')2∑

SStotal = (Y −Y )2∑

PRE = SStotal − SSerror
SStotal



The Proportionate Reduction in Error

PRE = r2

Thus the PRE is the same as the amount of 
variance accounted for by the regression 
model



Assumptions of Regression



The Assumption of Homoscedasticity
(Homogeneity of Variance)
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The Assumption of Linearity
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Curvilinear Correlation



Another Assumption

The group used to generate the prediction 
equation must reflect the population we want to 
predict
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Multiple Regression



Regression
At heart, regression, be it simple or multiple, is all about 
prediction.

If we develop a model where we use “smoking” to predict 
“calories consumed” we are essentially saying we can use the 
number of cigarettes smoked in a day to predict the number 
of calories a person will consume.

Of course, this will not be a perfect prediction – it does not 
explain 100% of the variance. The regression will generate a 
“predicted score” and the difference between the “predicted 
score” and the “actual score” is the error in the regression 
model.
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As you know…

The general equation for a simple regression is:

Yi = B0 + B1X1 + ei

What does this mean?
You can also think of this as:

Output = Model + Error



Multiple Regression





What is MR?

Yi = B0 + B1X1 + B2X2 + B3X3 + B4X4 + … + ei



Why we use Multiple Regression

1. Determine the degree of the relationship
2. Importance of individual IVs
3. Effect of adding or removing IVs
4. Effect of changing IVs
5. Relationships among IVs
6. Comparing sets of IVs
7. Predicting DV scores
8. Determining the model parameters



What is the output, and what does it 
mean?



The Output

What does R mean?

R is the multiple 
correlation 
coefficient – the fit of 
the model itself. 
Think of what R 
means in simple 
regression.



The Output

What does R2 mean?

Yes, it is the proportion of 
explained variance. BUT, it 
thus is a measure of the 
goodness of fit of the 
model! A high R2 value 
means your model fits the 
data – there is not a lot of 
error.

R2 = SSmodel / SStotal



The Output

What does Adjusted R2

mean?

Adjusted R2 is simply a 
corrected value. For 
instance, as you add more 
variables to a model, there 
is an increasing effect of 
chance. Thus, the adjusted 
R2 value reflects a more 
“honest” statement of the 
actual amount of 
accounted variance.



The Output

The F Test
Is there a valid 
linear model?



Interpreting Regression Coefficients



Interpreting the Coefficients

What the coefficient is really telling us, is that there 
will be # unit amount of change in Y’ for every unit 
change of the predictor variable if we hold the 
other predictor variables constant.

These slopes then of course can be tested 
significantly.

The coefficients are sometimes termed “partial 
slopes”



Interpreting the Coefficients

Note, that it is possible that a regression coefficient 
can be significant if tested on its own, but not as 
part of a larger regression – and vice versa.

It is extremely important that you do not draw too 
big of a conclusion of relative importance solely 
from these values – remember they reflect an effect 
derived from the regression as a whole.


