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Admin

Install JASP – free stats software for next 
tomorrow!

Research projects – keep pushing – no set dates 
but this is dangerous.

Email assignments!



The Logic of Hypothesis Testing



How do we know if our data 
differs from a population?



Let’s suppose the mean age for babies walking is 14 months.

We are going to try an experimental intervention that seeks to
reduce that age.



So we generate two hypotheses:

1) Our treatment does not work
2) Our treatment works



Lets think of this now in terms of populations:

Population One, babies who did not get our treatment
Population Two, babies who did get our treatment



And we can quantify a descriptive statistic that is representative
of our population, the mean age at which they begin walking

Population One: mean age of walking: μ1
Population Two: mean age of walking: μ2



We typically frame this within the context of the null and
alternative hypotheses:

1) H0: The Null Hypothesis: Our treatment does not work: μ1 = μ2
2) H1: The Alternative Hypothesis: Our treatment works: μ1 ≠ μ2



So, let’s say we run the study, and we obtain the following data.

How do we know if our treatment worked?
€ 

x1

€ 

x2



Here’s the weird bit, we first want to find out the probability of
getting our result if the null hypothesis is true.

We call this our “critical value”

The probability of our results at which we will discard the null
hypothesis and accept the alternative hypothesis.

€ 

x1

€ 

x2



0.05
The point at which a sample score is

so extreme that we discard the null hypothesis

€ 

x1

€ 

x2



To do this we need to know the sampling 
distribution to perform statistical tests



The sampling distribution of the mean

provides all of the values the mean can 
take, along with the probability of getting 
each value if sampling is random from the 
null-hypothesis population



Consider the following…

Imagine you have a population that consists of 5 
scores: 

2, 3, 4, 5, 6

If you take samples of size 2, how many different 
possible samples are there and what do they 

consist of?



Sample Sample

1 2,2 14 4,5
2 2,3 15 4,6
3 2,4 16 5,2
4 2,5 17 5,3
5 2,6 18 5,4
6 3,2 19 5,5
7 3,3 20 5,6
8 3,4 21 6,2
9 3,5 22 6,3
10 3,6 23 6,4
11 4,2 24 6,5
12 4,3 25 6,6
13 4,4



The sampling distribution of the mean

provides all of the values the mean can 
take, along with the probability of getting 
each value if sampling is random from the 
null-hypothesis population



Sample Sample

1 2,2 2 14 4,5 4.5
2 2,3 2.5 15 4,6 5
3 2,4 3 16 5,2 3.5
4 2,5 3.5 17 5,3 4
5 2,6 4 18 5,4 4.5
6 3,2 2.5 19 5,5 5
7 3,3 3 20 5,6 5.5
8 3,4 3.5 21 6,2 4
9 3,5 4 22 6,3 4.5
10 3,6 4.5 23 6,4 5
11 4,2 3 24 6,5 5.5
12 4,3 3.5 25 6,6 6
13 4,4 4

x x



The sampling distribution of the mean

provides all of the values the mean can 
take, along with the probability of getting 
each value if sampling is random from the 
null-hypothesis population



Sample Sample

1 2,2 2 14 4,5 4.5
2 2,3 2.5 15 4,6 5
3 2,4 3 16 5,2 3.5
4 2,5 3.5 17 5,3 4
5 2,6 4 18 5,4 4.5
6 3,2 2.5 19 5,5 5
7 3,3 3 20 5,6 5.5
8 3,4 3.5 21 6,2 4
9 3,5 4 22 6,3 4.5
10 3,6 4.5 23 6,4 5
11 4,2 3 24 6,5 5.5
12 4,3 3.5 25 6,6 6
13 4,4 4

x x



Probability of getting the mean

p (      ) = 2.0 1/25 0.04x



Probability of getting the mean

p (      ) = 2.0 1/25 0.04
p (      ) = 2.5 2/25 0.08
p (      ) = 3.0 3/25 0.12
p (      ) = 3.5 4/25 0.16
p (      ) = 4.0 5/25 0.20
p (      ) = 4.5 4/25 0.16
p (      ) = 5.0 3/25 0.12
p (      ) = 5.5 2/25 0.08
p (      ) = 6.0 1/25 0.04

x
x
x
x
x
x
x
x
x



Sampling distribution of the mean
p(       )

2 0.04

2.5 0.08

3 0.12

3.5 0.16

4 0.20

4.5 0.16

5 0.12

5.5 0.08

6 0.04

x x





Characteristics of the Sampling Distribution 
of the Mean

The sampling distribution of the mean is normal 
distriubtion



Characteristics of the Sampling Distribution 
of the Mean

The Central Limit Theorem

REGARDLESS of the shape of the population of 
raw scores, the sampling distribution of the 
mean approaches a normal distribution as 
sample size N increases





The Problem…

There is no way to know the sampling 
distribution of the mean for any data that we 
collect… so what do we compare our sample 
mean to???

What do we do?





We could just use the normal distribution…
WHY?

1. We know that the sampling distribution of the mean for any
variable is normal given a reasonable sample size

2. We know the values and probabilities of the normal distribution

€ 

x1

€ 

x2



We could compare the data against a population with mean of 0 and standard
deviation of 1 – the normal distribution… by doing this, we get the probability
that the mean of our data comes from the normal distribution. But…



But…

The normal distribution is dead to use unless we 
know the standard deviation of the population…

z = sample mean – population mean
-------------------------------------------
population standard deviation



So what now?



What do we do?

We compute some statistics from our data for 
which there is a known probability of scores 
given a specific sample size.

t = sample mean – population mean
-------------------------------------------
standard deviation of sample







So what are we doing with z scores, t scores, F ratios, etc…

We are computing a statistic which is our samples score on
the sampling distribution of the null hypothesis…

And WE ASSUME these magical distributions approximate the
sampling distribution of the mean of our data…

€ 

x1

€ 

x2



As stated, to draw these conclusions we need a 
test statistic to evaluation against the appropriate 
sampling distribution.

Test Statistic = variance explained by model
--------------------------------------
variance not explained by model

Test Statistic = effect
--------
error



And then we can calculate the probability of 
getting the test statistic we have obtained and 
evaluating it against alpha.

alpha = 0.05

if p < 0.05 then we say our test statistic is different

If p > 0.05 then we say our test statistic is the same



Type I and Type II Errors

Type I Error
Reject the null hypothesis when it is true.

Type II Error
Retain the null hypothesis when it is false.



Controlling for the possibility of Type I and Type 
II errors is not easy...

If we reduce alpha to reduce the chance of a 
Type I error, we increase the likelihood that we 

are making a Type II error!



Almost everything you wanted to 
know about t-tests



Three flavours

1.Single Sample
2. Dependent Samples
3.Independent Samples



Recall the almighty z score

x

uxz
s
-

=

Note, this is a VALID test if you know the POPULATION 
mean and the POPULATION standard deviation!



Single Sample TTest

You want to compare a sample to a known 
population mean but you DO NOT know the 
population standard deviation.



Revisiting the logic of hypothesis 
testing…

1) Check assumptions

2)Calculating an appropriate statistic (e.g., the 
number of plus and minuses

3)Evaluating that statistic relative to the 
appropriate sampling distribution



Assumptions

1. Data are continuous
2. Data are independent
3. No outliers
4. Normality



Revisiting the logic of hypothesis 
testing…

1) Check assumptions

2)Calculating an appropriate statistic (e.g., t)

3)Evaluating that statistic relative to the 
appropriate sampling distribution



The t-test for Single Samples

The t-test allows comparison between a sample 
mean and a population mean, given that we know 

the sample standard deviation.

xs
uxt -

=



Revisiting the logic of hypothesis 
testing…

1) Check assumptions

2)Calculating an appropriate statistic (e.g., the 
number of plus and minuses

3)Evaluating that statistic relative to the 
appropriate sampling distribution



Sampling Distribution of t
Defn:

A probability distribution of t-values that would occur if 
all possible different samples of a fixed size N were drawn 

from the null-hypothesis population.

Provides:

All possible different t-values for sample size N

The probability of getting each value if sampling is 
random from the null hypothesis population





Determine t-critical…

Which is why we use 
computers…



Degrees of Freedom

df = n – 1



Dependent Samples T-Test
(Paired)

(Correlated Groups)



Paired Samples TTest

You want to compare two related or dependent 
samples. 

i) all people have been measured at two 
different time points

ii) all people have completed two experimental 
conditions



Revisiting the logic of hypothesis 
testing…

1) Check assumptions

2)Calculating an appropriate statistic (e.g., the 
number of plus and minuses

3)Evaluating that statistic relative to the 
appropriate sampling distribution



Assumptions

1. Data are continuous
2. Data are independent
3. No outliers
4. Normality



Revisiting the logic of hypothesis 
testing…

1) Check assumptions

2)Calculating an appropriate statistic (e.g., t)

3)Evaluating that statistic relative to the 
appropriate sampling distribution



The t-test for Dependent Samples

The t-test allows comparison between 
two sample means that are dependent 

upon each other€ 

t =
xd − 0
sxd



Revisiting the logic of hypothesis 
testing…

1) Check assumptions

2)Calculating an appropriate statistic (e.g., the 
number of plus and minuses

3)Evaluating that statistic relative to the 
appropriate sampling distribution



USE A COMPUTER



Independent Samples T-Test
(Between)



Independent Samples TTest

You want to compare two independent samples. 



Revisiting the logic of hypothesis 
testing…

1) Check assumptions

2)Calculating an appropriate statistic (e.g., t)

3)Evaluating that statistic relative to the 
appropriate sampling distribution



Assumptions

1. Data are continuous
2. Data are independent
3. No outliers
4. Normality
5. Homogeneity of Variance



The t-test for Independent Samples

Note, that if the assumption of homogeneity of variance is broken, we have 
heterogeneity of variance.

Most statistical programs correct for this by adjusting the degrees of freedom.
(see Howell, 2002)



The t-test is ROBUST
(insensitive to these violations)

Especially if n >= 30 and n1 = n2



Revisiting the logic of hypothesis 
testing…

1) Check assumptions

2)Calculating an appropriate statistic (e.g., t)

3)Evaluating that statistic relative to the 
appropriate sampling distribution



The t-test for Independent Samples

The t-test allows comparison between 
two sample means that are dependent 

upon each other
€ 

t =
x1 − x2
s1
2

n1
+
s2
2

n2



With pooled variance
€ 

t =
x1 − x2
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Degrees of Freedom

df = n1 + n2 – 2



Revisiting the logic of hypothesis 
testing…

1) Check assumptions

2)Calculating an appropriate statistic (e.g., t)

3)Evaluating that statistic relative to the 
appropriate sampling distribution



Use a computer!



Question for Understanding…

Why is homogeneity of variance not an 
assumption for single and paired samples t-
tests?


