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Admin
Assessment - make decisions early if possible, run ideas by me.



Today

1. How internal models of geometry help determine shape (pgs 604-
607).
2. The role of depth perception in visual processing (pg 608).
3. The role of movement cues in object perception (pgs 608-611).
4. How context impacts perception (pgs 611-615).
5. The regions involves in intermediate processing, their inputs, and 
projections (Figure 27-2).



Overview

• Visual Primitives
• Internal models of geometry
• Depth in visual processing 

• The eye and ocular dominance 
• Role of movement cues 
• Context in vision 

• Vision is learned 



• What constitutes intermediate visual 
processing?
• Intermediate visual processing is the junction 

where bottom-up input, and top-down 
expectations meet in order for us to properly 
organize and interpret our visual surroundings 

• Known as Visual primitives 

Introduction 



Visual primitives:
Building on V1

• Line orientation = object contours

• Local contrast = surface lightness 

• Wavelength selectivity = colour constancy 
and surface segmentation 

• Directional selectivity = object motion



1. How internal models of geometry help determine shape 
(pgs 604-607).



Internal models of geometry 

Begins in V1 with line orientation
• Interplay of on/off center surround 

organization
• Neuronal selectivity for 
• Orientation (see orientation tuning) 
• Binocular disparity and depth 
• Direction 
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Figure 27–3 Orientation selectivity and mechanisms.
A. A neuron in the primary visual cortex responds selectively to 
line segments that !t the orientation of its receptive !eld. This 
selectivity is the !rst step in the brain’s analysis of an object’s 
form. (Reproduced, with permission, from Hubel and Wiesel 
1968.)

B. The orientation of the receptive !eld is thought to result from 
the alignment of the circular center-surround receptive !elds of 
several presynaptic cells in the lateral geniculate nucleus. In the 
monkey, neurons in layer IVCβ of V1 have unoriented receptive 
!elds. However, the projections of neighboring IVCβ cells onto 
a neuron in layer IIIB create a receptive !eld with a speci!c 
orientation.
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Figure 27–4 Simple and complex cells in the visual cortex. The 
receptive !elds of simple cells are divided into sub!elds with opposite 
response properties. In an ON sub!eld, designated by “+,” the onset of 
a light triggers a response in the neuron; in an OFF sub!eld, indicated 
by “−,” the extinction of a bar of light triggers a response. Complex cells 
have overlapping ON and OFF regions and respond continuously as a line 
or edge traverses the receptive !eld along an axis perpendicular to the 
receptive-!eld orientation.







2. The role of depth perception in visual processing (pg 608).







Parallax Displacement: 



3. The role of movement cues in object perception (pgs 608-
611).



Role of movement cues in object perception

Movement cue: the process in which movement direction is determined 

Problem in early visual coding: 
In V1 and V2 receptive fields are still relatively small, so how does this 
information summate to accurately depict motion? We cannot detect 
true motion if the ends of an object are not visible 

Assumption: the movement of a contour is perpendicular to its 
orientation. How does the mind decide if this is true or not? 



Role of movement cues in object perception:
Bottom-up and top-down processing

Bottom-up:
Information from the retina 
arrives as a jumbled mess! 
Relevant info is at it’s most basic 
• Countless small pieces
• Different orientation 

boundaries 
• Moving at different 

velocities

Top-Down: 
Scene segmentation: the 
separating of movement in the 
background from the foreground 
(POF mechanism) 
• We see predominantly in global 

terms, rather than simple 
attributes 



The Middle temporal Cortex 
(MT area)

Where the magic of motion occurs

• The summation of direction 
movement from the smaller 
subunits of information in V1 
are passed along here

• Certain neurons detect a larger 
overall pattern of movement



4. How context impacts perception (pgs 611-615).



Context modulation: allowing the perception of an object in a complex scene 
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First, context plays an important role in overcom-
ing ambiguity in the signals from the retina. The way 
in which a visual feature is perceived depends on eve-
rything that surrounds that feature. The perception of a 
point or a line depends on how that object is perceptu-
ally linked to other visual features. Thus the response 
of a neuron in the visual cortex is context-dependent: 
It depends as much on the presence of contours and 
surfaces outside the cell’s receptive !eld as on the 
attributes within it. Second, the functional properties 

of neurons in the visual cortex are highly dynamic 
and can be altered by visual experience or perceptual 
learning. Finally, visual processing in the cortex is sub-
ject to the in"uence of cognitive functions, speci!cally 
attention, expectation, and “perceptual task,” ie, the 
active engagement in visual discrimination or detec-
tion. The interaction between these three factors— 
visual context, experience-dependent changes in cortical 
circuitry, and expectation—is vital in the visual sys-
tem’s analysis of complex scenes.

Figure 27–1 Illusory contours and perceptual !ll-in. The 
visual system uses information about local orientation and 
contrast to construct the contours and surfaces of objects. This 
constructive process can lead to the perception of contours and 
surfaces that do not appear in the visual !eld, including those 
seen in illusory !gures. In the Kanizsa triangle illusion (top left) 
one perceives continuous boundaries extending between the 
apices of a white triangle, even though the only real contour 
elements are those formed by the Pac-Man–like !gures and the 

acute angles. The inside and outside of the illusory pink square 
(top right) are the same white color as the page, but a continu-
ous transparent pink surface within the square is perceived. 
As seen in the lower !gures, contour integration and surface 
segmentation can also occur through occluding surfaces. The 
irregular shapes on the left appear to be unrelated, but when a 
partially occluding black area is overlaid on them (right) they are 
easily seen as fragments of the letter B.



Context matters

Our environment and our past experiences 
influence our vision as much as the real-world 
light signals that hit our retina.  

What we expect to see, is what we perceive. 



Context matters: colour and brightness

Visual Primitives expanded:

• Neurological mechanism: at early visual levels, most neurons respond to surface 
boundaries, with the minority focusing on the interior of a surface.

• Perceptual fill in: a calculation that determines the brightness of a surface occurs 
based off the information about the contrast at the edge of the view 

• Example: a red shirt appears as the same red in bright or dim light

• Why? It is better to determine an objects surface features rather than the reflected 
light, which is always changing based on level of light, location, saccades, etc….

• Some neurons in V4 have shown to respond to different illumination wavelengths as 
long as the perceived colour remains constant 



Context matters: receptive fields

Visual Primitives expanded:

• A response even to low-level features of an object are dependent on the global contect
within which the feature is embedded. 

Example: You can think of it like a sentence containing the word Bark. 
“Look at the bark on that tree!”
“Why does the dog have to bark so loud?”

In each of these cases the word is the same, but its meaning and interpretation is 
different. The brain applies similar mechanisms to objects in relation to their visual 
field. 

A visual example can be seen in the first image of my slides: where you can make out 
the shape of two triangles in a negative space based on the information presented in 
the environment. 



Vision is learned

Intermediate level processing requires a pre-
existing representation of the laws that govern 
our world. 

This is reflected by the interplay in the feed-back 
mechanisms from higher level visual processing 
and more anterior cortical regions. 

Examples:
- Rule of good continuation 
- Context modulation 
- Global disparity cues 
- Perceptual fill in
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these edges are stabilized against 
the jitter caused by small eye 
movements by means of special 
lenses. If a red disk is surrounded 
by a green annulus, and the border 
of the red disk, but not of the green 
annulus, is retinally stabilized, then 
the red disk is gradually filled-in 
perceptually with the green color 
of the annulus, and the whole field 
looks green. Although the red disk is 
still present in the field, it becomes 
invisible.

Consider a large field filled with 
twinkling noise, like the snow on a 
detuned TV set, with a fixation point 
at its center and a small embedded 
window that is viewed peripherally. 
During prolonged fixation on the 
center, the window and its contents 
gradually disappear. If the window 
is filled with random dots that drift 
to the left (with the window’s edges 
remaining stationary), or simply 
with grey, then the window fades 
out from view within 5–20 seconds. 
The smaller and more peripheral 
the target, the faster it disappears. 
When the display is abruptly 
replaced by a uniform grey field, 

Visual filling-in
Stuart Anstis

What is filling-in? It is the 
phenomenon in which an empty 
region of visual space appears to be 
filled with the color, brightness or 
texture of its surround. The brain is 
capable of filling-in the blind spot, 
borders, surfaces and objects. To 
explain each case there are two 
main types of theory, suggesting 
that filling-in is either isomorphic or 
symbolic.

How is the blind spot filled in? 
The natural blind spot is a retinal 
region devoid of photoreceptors, 
where the head of the optic nerve 
joins the retina (Figure 1A). Close 
your left eye and extend your right 
arm straight in front of you. Spread 
your fingers wide, palm down, and 
gaze at your thumbnail. Now wiggle 
your little finger. It will fall on your 
blind spot and you will be unable 
to see it! The blind spot is quite 
large, about 6° in diameter — large 
enough to hold a dozen moons side 
by side. So it makes a big hole in 
the visual field — yet we do not see 
a hole. It is true that the retina of 
the other eye covers this area, but 
even with the other eye closed the 
area of the blind spot looks ‘filled-
in’ with the color or texture of the 
surround. If the surround is red or 
black or striped, then the region of 
the blind spot appears to be filled 
in with red or black or with stripes. 
Also, traumatic damage to the retina, 
or the slow degeneration caused 
by glaucoma, can result in a blind 
spot or scotoma: a scotoma is also 
perceptually filled-in, so effectively 
that the patient is often not aware 
of it, which can lead to undesirable 
delay in seeking medical treatment.

Why do peripheral objects fade? 
If the eyes fixate a point very 
steadily, small objects in peripheral 
vision often fade out from view 
and disappear. This was first 
reported by Troxler in 1804. This 
process is accelerated if the edges 
of the object are blurred, and is 
even faster and more complete if 

Quick guides the area of the window appears 
to be filled with an aftereffect: 
respectively, a motion aftereffect 
apparently drifting to the right, or an 
aftereffect of apparent twinkle. 

This is not simply adaptation to 
luminance edges of the window — 
 they are constantly refreshed by the 
twinkling dots that alter the contrast 
of the edges. Even a flickering spot 
on a plain grey surround gradually 
fades out, and to keep it visible 
the amplitude of flicker must be 
increased steadily over time. Wiggly 
lines gradually look straighter. All 
these cases show a gradual loss of 
visual information in the peripheral 
visual field, occurring in two stages; 
at first the borders of the patch 
act like a dam that initially erodes 
gradually over time; and then the 
surround floods in rapidly like water 
over the dam, actively filling-in 
the patch until it is invisible. This 
competition between two surfaces, 
in which the surround surface 
gradually wins, may not be the same 
process as filling-in of the blind spot, 
which is instantaneous; nobody 
knows.

A

+

B
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Figure 1. Filling-in of the blind spot and of surfaces.
(A) The blind spot. Close your left eye, gaze at the cross, and move the page toward you. At 
some point the black spot will disappear because it lands on your retinal blind spot. However, 
the red and green stripes perceptually fill into the blind space. (B) Neon spreading. The thin 
red lines are perceptually filled in to form an illusory pink annulus. Both rings are the same 
red, but they average together with their white or black backgrounds to look light or dark pink. 
(C) Pinna’s water color illusion. The colored lines appear to fill-in and tinge the entire regions 
with color.



5. The regions involves in intermediate processing, their 
inputs, and projections (Figure 27-2).604  Part V / Perception

Neurons in the visual cortex respond selectively 
to speci!c local features of the visual !eld, including 
orientation, binocular disparity or depth, and direc-
tion of movement, as well as to properties already ana-
lyzed in the retina and lateral geniculate nucleus, such 
as contrast and color. Orientation selectivity, the !rst 
emergent property identi!ed in the receptive !elds of 
cortical neurons, was discovered by David Hubel and 
Torsten Wiesel in 1959.

Neurons in the lateral geniculate nucleus have cir-
cular receptive !elds with a center-surround organiza-
tion (see Chapter 25). They respond to the light-dark 
contrasts of edges or lines in the visual !eld but are 
not selective for the orientations of those edges. In the 
visual cortex, however, neurons respond selectively to 
lines of particular orientations. Each neuron responds 
to a narrow range of orientations, approximately 40°, 
and different neurons respond optimally to distinct 
orientations. There is now good evidence for the idea, 
!rst proposed by Hubel and Wiesel, that this orienta-
tion selectivity re"ects the arrangement of the inputs 
from cells in the lateral geniculate nucleus. Each V1 
neuron receives input from several neighboring genic-
ulate neurons whose center-surround receptive !elds 
are aligned so as to represent a particular axis of orien-
tation (Figure 27–3).

Two principal types of orientation-selective neurons 
have been identi!ed. Simple cells have receptive !elds 
divided into ON and OFF subregions (Figure 27–4). 
When a visual stimulus such as a bar of light enters 
the receptive !eld’s ON subregion, the neuron !res; 
the cell also responds when the bar leaves the OFF 
subregion. Simple cells have a characteristic response 
to a moving bar; they discharge briskly when a bar of 
light leaves an OFF region and enters an ON region.  

In this chapter we examine how the brain’s anal-
ysis of the local features in a visual scene, or visual 
primitives, proceeds in parallel with the analysis of 
more global features. Visual primitives include con-
trast, line orientation, brightness, color, movement, 
and depth.

Each type of visual primitive is subject to the inte-
grative action of intermediate-level processing. Lines 
with particular orientations are integrated into object 
contours, local contrast information into surface light-
ness, wavelength selectivity into color constancy and 
surface segmentation, and directional selectivity into 
object motion. The analysis of visual primitives begins 
in the retina with the detection of brightness and color 
and continues in the primary visual cortex with the 
analysis of orientation, direction of movement, and 
stereoscopic depth. Properties related to intermediate-
level visual processing are analyzed together with 
visual primitives in the visual cortex starting in the pri-
mary visual cortex (V1), which plays a role in contour 
integration and surface segmentation. Other areas of 
the visual cortex specialize in different aspects of this 
task: V2 analyzes properties related to object surfaces, 
V4 integrates information about color and object shape, 
and V5—the middle temporal area or MT—integrates 
motion signals across space (Figure 27–2).

Internal Models of Object Geometry Help the 
Brain Analyze Shapes

A !rst step in determining an object’s contour is identi-
!cation of the orientation of local parts of the contour. 
This step commences in V1, which plays a critical role 
in both local and global analysis of form.
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Figure 27–2 Cortical areas involved with intermedi-
ate-level visual processing. Many cortical areas in the 
macaque monkey, including V1, V2, V3, V4, and middle 
temporal area (MT), are involved with integrating local 
cues to construct contours and surfaces and segregat-
ing foreground from background. The shaded areas 
extend into the frontal and temporal lobes because 
cognitive output from these areas, including attention, 
expectation, and perceptual task, contribute to the 
process of scene segmentation. (AIP, anterior intrapari-
etal cortex; FEF, frontal eye !elds; IT, inferior temporal 
cortex; LIP, lateral intraparietal cortex; MIP, medial 
intraparietal cortex; MST, medial superior temporal cor-
tex; MT, middle temporal cortex; PF, prefrontal cortex; 
PMd, dorsal premotor cortex; PMv, ventral premotor 
cortex; TEO, occipitotemporal cortex; VIP, ventral 
intraparietal cortex; V1, V2, V3, V4, primary, secondary, 
third, and fourth visual areas.)
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Category selective regions in the ventral visual stream are considered to support higher-level representations
of objects. The aim of this study was to determine the extent to which category selectivity in face and place
regions can be explained by selectivity for low-level features of these complex objects. First, we compared
the relative responses to intact and Fourier-scrambled images of faces and places. Next, we compared the
magnitude of fMR adaptation to both intact and scrambled faces and places. The results revealed that global
differences in the amplitude spectrum of face and place images can explain a small proportion of the
category selectivity that is found in regions such as the fusiform face area (FFA) and parahippocampal place
area (PPA). However, a whole-brain analysis revealed selectivity to scrambled images in more posterior
regions of the ventral stream. Consistent with the pattern evident for intact images, more lateral regions
responded selectively to scrambled faces, whereas more medial regions responded more strongly to
scrambled places. These findings suggest that selectivity for object categories emerges from the differential
processing of low-level features that are typical of different object categories in early visual areas.

© 2009 Elsevier Inc. All rights reserved.

Introduction

Visual areas involved in object recognition form a ventral
processing stream that projects toward the temporal lobe (Ungerlei-
der and Mishkin, 1982; Milner and Goodale, 1995). Lesions to this
region of the brain often result in difficulties in recognizing,
identifying, and naming different categories of objects (Habib and
Sirigu, 1987; McNeil and Warrington, 1993; Moscovitch et al., 1997).
Evidence from neuroimaging supports the concept that distinct areas
of the human temporal lobe are specialized for certain categories of
objects. The fusiform face area (FFA) is typically defined by a higher
response to faces compared to a variety of non-face objects
(Kanwisher et al., 1997; Allison et al., 1999), whereas the para-
hippocampal place area (PPA) responds more to images of buildings
and scenes than to faces and other objects (Epstein and Kanwisher,
1998). Similar category specific visual responses have been found for
inanimate objects (Malach et al., 1995), human body parts (Downing
et al., 2001), and letter strings (Allison et al., 1999).

While these data clearly indicate regional specialization for object
categories within the ventral temporal lobe, single neuron studies in
non-human primates suggest that these regions need not be discrete
or uniquely sensitive to the high-level cues that define category
membership. For example, although many neurons in the temporal
lobe have response properties that are important for object
recognition, such as selectivity for form, texture, or colour, they do

not appear to respond to particular classes of object (Desimone et al.,
1984; Tanaka, 1996). This suggests that object perception is based on
the distributed response from neurons coding different aspects of an
object. One apparent exception to this view is the neural response to
faces. A number of studies have found clusters of neurons in the
temporal lobe that are highly selective for faces (Gross et al., 1972;
Hasselmo et al., 1989; Perrett et al., 1992; Tsao et al., 2006).

The aim of this study was to use fMRI to determine whether the
responses of category-selective regions in the ventral visual stream can
be explained by higher-level object representations or by selectivity
for the distinct patterns of low-level spectral features that are typical
of particular categories of object (Torralba and Oliva, 2003). To address
this question, we compared the response to Fourier-scrambled and
intact images of faces and houses in the FFA and PPA. Previous studies
have found that, in category-selective regions, responses to intact
versions of an object are significantly greater than the response to
scrambled images of the same object (Malach et al., 1995; Kanwisher
et al., 1997; Epstein and Kanwisher, 1998). However, responses to
scrambled images from different categories have not been explicitly
compared. Our prediction was that, if these areas are sensitive to low-
level spectral features, a category-selective response would also be
apparent with scrambled versions of the stimulus which preserve the
key spectral characteristics. On the other hand, if these regions
contained a higher-level representation of objects, then there would
be no selectivity for the scrambled images in which their distinctive
shapes and edges are removed. We also asked whether these regions
would show fMR adaptation to repeated images of scrambled images.
Although previous studies have reported adaptation to faces and
houses in the FFA and PPA, respectively (Grill-Spector et al., 1999;
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